
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Summary of ITS Communications Workshop  
held on  

May 15, 2008 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



 
Agenda 

 
 

ITS Communications Workshop 
MAG Saguaro Room 

May 15, 2008 
 
 
 
9:00 – 10:30 a.m. SESSION 1: BACKGROUND & RCN STATUS 
 
Welcome & Introductions    Debbie Albert, Glendale 

Shawn Wooley, Gilbert 
Workshop Goals & Objectives   Sarath Joshua, MAG 
Role of RCN Working Group   Debbie Albert, , Glendale 
Background on RCN & Funds for Phase 1A Audrey Skidmore, MAG 
RCN Phase 1A Project    David Haines, KHA 
 
10:30 – 10:45   BREAK 
 
10:45 – Noon   SESSION 2:  EXAMPLE & LOOKING TO THE FUTURE 
 
Lessons from Utah     Anthony Torres, TransCore 
Key Considerations for ITS Communications  Harold Keeler, KCS 
 
Noon – 1:30 p.m.   LUNCH  
 
1:30 – 2:30 p.m.  SESSION 3: ROUNDTABLE ON FUTURE OF THE RCN  
   Harold Keeler, David Haines, Anthony Torres 
Q1: Funds for building rest of the RCN?      
Q2: Ensuring that ITS functions receive the required bandwidth?     
Q3: How to operate, maintain and provide oversight to RCN?   
Q4: Funds for operate and manage the RCN?      
Q5: RCN management Issues        
RCN Vision & Finalizing the Plan for ITS Communications  All  
 
2:30 – 2:45 p.m.    BREAK 
 
2:45 – 4:00 p.m.   SESSION 4 – ACTIVE ELECTRONICS & STANDARDS 
RCN Phase1A Active Electronics   David Haines, KHA 
End Devices & Defacto Standards      All 
Impact of Standards         All 
  
4:00 – 4:30 p.m.     NEXT STEPS  
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ITS Committee

Lessons & ActionsLessons & Actions

LESSON 1LESSON 1: Learn about the RCN project, its current status, : Learn about the RCN project, its current status, 
future plans and why it is important for MAG member future plans and why it is important for MAG member 
agencies agencies 

LESSON 2:LESSON 2: Learn from the experience of others who have Learn from the experience of others who have 
gone down a similar pathgone down a similar path

LESSON 3:LESSON 3: Hear Pros and Cons of various technology Hear Pros and Cons of various technology 
choices and key considerations for the future of RCN choices and key considerations for the future of RCN 

ACTION 1:ACTION 1: Consensus on the current direction for building Consensus on the current direction for building 
a well coordinated and fully functional RCN a well coordinated and fully functional RCN 

ACTION 2:ACTION 2: Recognize the many issues that need to be Recognize the many issues that need to be 
addressed for completing the RCN  addressed for completing the RCN  

ACTION 3:ACTION 3: Get involved in defining the future path for RCN Get involved in defining the future path for RCN 
to best suit your agencyto best suit your agency’’s communications needss communications needs



Overview of Regional Overview of Regional 
Community Network Community Network 

Working GroupWorking Group
By By 

Debbie Albert, City of GlendaleDebbie Albert, City of Glendale
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Purpose & Goal of RCN WGPurpose & Goal of RCN WG

To provide oversight to RCN To provide oversight to RCN 
developmentdevelopment

To develop a coordinated and practical To develop a coordinated and practical 
approach to RCN expansion  approach to RCN expansion  

Develop a close collaboration between Develop a close collaboration between 
the IT and ITS staff at MAG member the IT and ITS staff at MAG member 
agencies agencies 
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ITS Committee

RCN WG MembershipRCN WG Membership

Limited to agencies represented in Limited to agencies represented in 
the MAGTAG or the MAG ITS the MAGTAG or the MAG ITS 
CommitteeCommittee

RCN WG members need not be RCN WG members need not be 
members of MAGTAG or ITSmembers of MAGTAG or ITS
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ITS Committee

Reporting Structure  Reporting Structure  

RCN RCN WGWG’’ss MAGTAG members report to MAGTAG members report to 
MAGTAG   MAGTAG   

RCN RCN WGWG’’ss ITS members report to ITS ITS members report to ITS 
Committee  Committee  

Any RCN WG recommendations would Any RCN WG recommendations would 
require the approval of both ITS & require the approval of both ITS & 
MAGTAG to carry forward to TRCMAGTAG to carry forward to TRC

All future MAG RCN recommendations All future MAG RCN recommendations 
would be jointly sponsored by MAG TAG would be jointly sponsored by MAG TAG 
and MAG ITS and MAG ITS 
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ITS Committee

Reporting StructureReporting Structure

MAG TAG MAG ITS

RCN Working Group

MAG TAG 
Members

MAG ITS 
Members

MAG TRC

Mgmt 
Committee

Regional 
Council
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ITS Committee

Future Projects/Studies Future Projects/Studies 

Identification of RCN Projects or Needed StudiesIdentification of RCN Projects or Needed Studies

How will they be funded/included in the MAG How will they be funded/included in the MAG 
Work Program Work Program 

How would new RCN expansion project be How would new RCN expansion project be 
funded?funded?



Regional Community 
Network Study

By Audrey Skidmore

ITS Communications Workshop
May 15, 2008

Background on RCN & Funds for Phase 1A



Overview

• What is the Regional 
Community Network (RCN)?

• What Are the Benefits to MAG 
Member Agencies?

• What Are the Technical 
Recommendations?

• How Much Will It Cost?



What is the RCN?
• A physical telecommunications 

network, called the Regional 
Community Network (RCN), to 
connect MAG member agencies 
together. 

• A set of agency, community and 
telecommunications provider 
initiatives and standards designed 
to promote telecommunications 
infrastructure development in the 
Region. 



Member Agency Benefits

• ITS
– Reduce dependence on leased lines
– Expand capabilities

• Emergency Services
– Interagency links to allow Police to 

share data and CCTV images 
securely

– Increase communication options



Member Agency Benefits

• Infrastructure Security/Standards
– Interagency communication independent of 

telcos
– Increased control of infrastructure 

access
– Standards for cross jurisdictional 

communication
• Enhanced e-service Capability

– Higher bandwidth facilitates e-government 
and e-commerce



Member Agency Benefits

• Internet and Voice 
– Aggregation of demand reduces 

costs
– Redundant connections

• Videoconferencing
– Reduce dependence on leased lines
– Expand capabilities



Technical Recommendation

• Hybrid of Agency-Owned Fiber, 
Leased Lines, and Wireless

• WDM backbone with SONET and 
Ethernet Channels

• SONET/WDM Rings 
• LAN, MAN, WAN Tiers
• One or More Hubs for Each 

Jurisdiction
• City/Town Hall, ITS Sites, 

Videoconferencing Site, 
Police/Fire/Court Locations

• Capacity for Substantial Growth in 
Bandwidth Usage
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Phasing

• Initial phasing based on 
member agency supplied plans

• Sub-rings may be built in any 
order and reconfigured as 
additional sites come on-line

• Partial implementations may 
retain redundancy through 
folded rings
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Time and Money

• Entire RCN in 2003 Dollars
– Time: 10 Years for 5 Phases
– Money: $38.4M

• Phase 1: $3M
• Phase 2: $3.6M
• Phase 3: $2.9M
• Phase 4: $20.8M
• Phase 5: $8.1M

• $1.6 M programmed in FY 2006



For More Information
Audrey Skidmore: 602-254-6300
askidmore@mag.maricopa.gov

www.mag.maricopa.gov
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Presented By:

David S. Haines, P.E.David S. Haines, P.E.
Kimley-Horn and Associates, Inc.

MAG ITS Communications Workshop
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AZTECH™ CENTER-TO-CENTER SYSTEM

MAG ITS Communications Workshop – May 15, 2008

Presentation Overview
Original Scope of RCN Phase 1
RCN Phase 1A & 1B
RCN Phase 1A Expansion
Phase 1A Procurement Approaches
– Conduit / Fiber PS&E
– Active Electronics

Scope of Phase 1A PS&E



AZTECH™ CENTER-TO-CENTER SYSTEM

Original Scope of RCN Phase 1

West Valley Ring Regional Hubs
Core Ring Regional Hubs

Metro/Local Hubs

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

Original Scope of RCN Phase 1

MAG ITS Communications Workshop – May 15, 2008

Deployment Cost: Over $10.5M
Only $1.6M Available
Needed to break project into 2 Phases



AZTECH™ CENTER-TO-CENTER SYSTEM

RCN Phase 1A & 1B

MAG ITS Communications Workshop – May 15, 2008

Phase 1A – 100% Design/Deployment:
• ADOT TOC • PSHIA RCC facility
• Glendale DPS & TMC • Phoenix TMC 
• Peoria TMC • Phoenix Calvin Goode
• Phoenix Public Transit and Valley-Metro • MAG

Phase 1B – 95% Design Only:
• Avondale TMC • 16th St. DPS
• Goodyear TOC • Surprise TMC*** Added Back In

• AZ EMC • 12th St. Dispatch*** Added Back In



AZTECH™ CENTER-TO-CENTER SYSTEM

RCN Phase 1A & 1B

MAG ITS Communications Workshop – May 15, 2008

Phase 1A – Advantages:
• Achieves Core Ring
• Partial West Valley Ring
• 9 – Facilities Connected
• Frees-up ADOT’s I-17 Fiber Bottleneck



AZTECH™ CENTER-TO-CENTER SYSTEM

RCN Phase 1A Expansion
ADOT Added $142k:
– ADOT VISION Office Connection

2007 Closeout Funds Added $350k:
– No New Conduit /Pull Boxes Allowed
– Additional Hubs Considered:

• Chandler TMC • Surprise TMC
• MCDOT TMC • Gilbert TMC
• Mesa TMC • 12th St. Dispatch Center

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

Phase 1A Procurement Approaches
Conduit / Fiber PS&E
– Low Bid PS&E
– 2% New Conduit 
– 7% New Fiber

Active Electronics
– Pre-Qualified Solution Provider On-Call
– Discussed Later Today

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

For additional information:
David S. Haines, P.E.

Kimley-Horn and Associates, Inc.
(602) 906-1163

david.haines@kimley-horn.com

MAG ITS Communications Workshop – May 15, 2008



L f Ut hLessons from Utah
ITS Communications Workshop

May 15, 2008

Anthony Torres

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.

y
Communication Specialist



UTAH ~ ARIZONA ???UTAH  ARIZONA ???

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Initial Partner Agencies
State of UtahState of Utah
Salt Lake County
Salt Lake City
Utah Transit Authority
FHWA
University of Utahy

3



D t tDepartments
Transportationp

Freeway
Surface Streets

Public Safety
Comprehensive Emergency Management
Utah Highway PatrolUtah Highway Patrol
County Sheriff
City Police
Fire
Medical

I f i T h lInformation Technology

4



FIELD DEVICESFIELD DEVICES

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



C t Li kCommuterLink
234 Traffic Monitoring Stations (All Freeway)234 Traffic Monitoring Stations  (All Freeway)
971 Traffic Signals  (Connected to the System)

191 Region1 Northern Utah191 Region1 Northern Utah
682 Region 2 Salt Lake County
34 Region 3 Utah County
64 Region 4 Southern Utah

90 Variable Message Signs
50 RWIS
13 HAR
521 CCTV Cameras

243 Freeway (47%)

6

278 Surface Street (53%)

Device Count:  12-MAY-2008



243 Freeway Camerasy

45’ Camera Pole
Incident Management

7



278 Surface Street Cameras

Note:  Camera images are not from a cameras located in Utah.

8



Camera Coverage - Salt Lake Countyg y
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Camera Coverage - Utah Countyg y
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MAJOR SITESMAJOR SITES

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



State Traffic Operations Centerp

Traffic Reporters Data Center Traffic Management

Public Safety Dispatch Center Communication Hub

12



Provo City - Traffic Control Centery

13



Salt Lake Countyy
Emergency Operations Center

14



Bus Operations / Dispatch Centerp p

Fixed Route Bus
Dispatch Center

15



Rail Operations / Dispatch Centerp p

Light Rail
Dispatch CenterDispatch Center

16



FHWA

Your local office…

Sorry…

No good pictures…

17



University of Utahy

18



PSAP / 911 Center

Valley Emergency Communications CenterValley Emergency Communications Center

UCAN

19Orem City – Police & Fire Dispatch



Olympic Securityy p y

20



REGIONAL HUBSREGIONAL HUBS
( Communications )

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Regional Hubg
Provo Regional Center

22



Regional Hub - American Fork Cityg y
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Regional Hub - Spanish Forkg p

24
2 Emergency Generators



METRO HUBSMETRO HUBS
( Communications )

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Smaller Metro Hubs

Hub # 5
I-15 & I-80I 15 & I 80

Ethernet Switch

26

Ethernet Switch



REDUNDANCYREDUNDANCY

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Alternate Path
Freeway & RailroadFreeway  &  Railroad
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Fiber  &  Microwave
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WHY CHANGE ?WHY CHANGE ?

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Trigger Events  (Typical)gg ( yp )

Major S stem E pansionMajor System Expansion
Major System Upgrade
Replacement of Critical Component
New System Requirements

31



Wh k ANY h ?Why make ANY change ?
VCR

Local Cable - Direct Connect Video
Projector

Local Cable - Direct Connect

INTERNET

CCTV Video
Monitor

ATMS Fiber Network ATMS Fiber NetworkWWW
Capture
Server

INTERNET

LA
N

CCTV Video
Monitor

ATMS Wireless Network Private Wireless Network

300
NTSC

INPUTS

200
NTSC

OUTPUTS

Javelin

N
TS

C

CCTV

CCTV

Video
Monitor

Video

Public Switched Telephone Network

CDPD Network

Qwest CVDS Video NetworkVideo
Matrix
Switch

Local Cable - Direct Connect
CCTV Quad

Video
MonitorTUNER

Local Cable - Direct Connect HP 9000
Unix

RS
-2

32

Sw
itc

h 
C

on
tr

ol
Local Cable - Direct Connect

Video
Monitor

Server

Public Switched Telephone Network
CCTV

32



Trigger Events  (Utah)gg ( )
Initial Installation - 1995

Part of I 15 Reconstruction ProjectPart of I-15 Reconstruction Project

Javelin Video Matrix Switch – 2001
HOLD Aft 2002 Ol i Wi t GHOLD – After 2002 Olympic Winter Games
Major System Expansion

I 15 (106th S h U h C Li )I-15  (106th South  - Utah County Line)
Provo City

New System RequirementsNew System Requirements
Rural Expansion
Remote System Access  (Staff)y ( )
Video to the Public

Product End of Service Life

33



DESIGN PROCESSDESIGN PROCESS

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



IMPORTANT !!!

Develop an Architecture
Process is Requirements driven
Develop an “Architecture” based on best 
practices and the business rules & goals
The design details are the end result of a process g p
that applies the rules developed by the 
“Architecture” to the project specific goals
We can’t agree on any individual element of the 
system unless we agree on the overall 
“Architecture” that drives the detailed design.

35
IMPORTANT !!!



Balance Cost vs. Performance

C
os

t
C

Performance
36

Performance



Sorry…  No Perfect Solution…y

15 MPG
Towing
$45,000,

45 MPG45 MPG
Passenger Only
$25,000

37



What drives the cost ?
Capacity / Speed

OC 3 / OC 12 / OC 48 / OC 192OC-3 / OC-12 / OC-48 / OC-192
10 Mbps / 100 Mbps / 1 Gigabit / 10 Gigabit

Redundancy / ReliabilityRedundancy / Reliability
Physical Path Diversity
Loop / Ringp g
Primary / Secondary Processor

Error Handling Capability
Fiber Cut / Failed Optics
< 1 Second  or  < 100 ms

T h lTechnology
SONet / ATM / Ethernet

38



YOUR DECISIONSYOUR  DECISIONS

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Decisions…   Decisions…

Agree on S stem Req irementsAgree on System Requirements
Agree on Technology
Funding Limitations
Schedule

40



Leased / Trade / Agency Ownedg y

Leased Services
Dedicated Point-to-Point  (T-1, DS3, Metro Ethernet)
DSL  (Private Network  or  Public Internet)
Di l U (ISDN POTS)Dial-Up  (ISDN  or POTS)

Trade
Interagency (City / County / State / Federal)Interagency  (City / County / State / Federal)
Intra-Agency  (Transportation / IT)
Commercial  (Conduit / Fiber)

Agency Owned
Fiber
Copper
Wireless

41



Technology Decisionsgy
Fiber Optic Cable

Single Mode Fiber (SMF)Single Mode Fiber (SMF)
Multi Mode Fiber (MMF)

Copper Cablepp
Analog Video Matrix Switch
IP Multicast

Wireless
Licensed
U li dUnlicensed

42



Technology Decisions  (cont)gy ( )
Video Transport

AnalogAnalog
Uncompressed Digital
Compressed Digital  (MPEG-2, MPEG-4, WM9, H.264)

Video Replication & Switching
Analog Video Matrix Switch
IP M l iIP Multicast

Data  (Computer Systems)
Low-Speed Device Control

SONet / T-1
Device / Terminal Server (IP/Ethernet)Device / Terminal Server  (IP/Ethernet)

Telephony  (TDM or VoIP)
L d M bil R di (TDM IP)

43

Land Mobile Radio  (TDM or IP)



UDOT DECISIONSUDOT  DECISIONS

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Overview of UDOT ArchitectureOverview of UDOT Architecture

45
Available in Adobe PDF



S f K D iSummary of Key Decisons
Continue use of Single Mode Fiber (SMF)Continue use of Single Mode Fiber (SMF)
IP from the TMC all the way to Field Cabinet
Ethernet is the preferred lower level transportEthernet is the preferred lower level transport
Video – Digitized and Compressed
IP M l iIP Multicast
Multi-Drop (8 Drop Limit)
Two Fiber (Tx / Rx)
2 Tier (Field Cabinet – Hub – TOC)( )
Redundancy  (Backbone  &  Distribution)
Standards Based Optical Interfaces

46

Standards Based Optical Interfaces



ADVANTAGESADVANTAGES

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



S f Ad tSummary of Advantages
Lower initial cost
Management from the TCC to the roadside cabinet
Supports multiple device types on a single channel
Supports 4 – 48 devices per cabinet
Standards based optical interfaces
Vendor interoperability
75% Fiber savings
Reduce RS-232 Cables at TCC
80% Reduction in rack space requirements at TCC
E i t P t bilitEquipment Portability

48



L I iti l C tLower Initial Cost
A hit t C i U b S f St t C fi tiArchitecture Comparison - Urban Surface Street Configuration

( 16 Cabinets + Hub )

250,000

150,000

200,000

 ( 
$ 

)

Existing

50,000

100,000

C
os

t IP

0
1D+0V 2D+0V 3D+0V 4D+0V 4D+1V

( Data  Channel + Video Channels ) / Cabinet

Note:  Significant savings as device density increases
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M tManagement
Graphical view of entire systemp y
Locate failures before dispatching staff
Central error reportingCentral error reporting
Software upgrades from a central sites
Change passwordsChange passwords

50



E d IP E d M tExpand IP = Expand Management

Cabinet Distribution Fiber Hub Backbone Fiber TOC

SONet / T-1Serial Serial IPSerial
(UDOT - Legacy Architecture)

(UDOT T iti IP t H b)
ATMS
D i Freeway

Mgmt
System
----------
Server

IP

IP

IP

Serial

IP

IP

Serial

Serial

IP (UDOT - Future - IP to Device)

(UDOT - Expansion - IP to Cabinet)

(UDOT - Transition - IP to Hub)

IP

IP

IP
Device
-----------
CCTV
VMS
TMS
RWIS
VID

Traffic
Signal

SONet / T-1Serial

IPSerial

SerialSerial

Serial

(Old UDOT Architecture)

(UDOT - Transition - IP to Hub)
IP

Traffic
Signal Signal

Control
System
----------
Server

IP

IP

IP

IP

Serial

IP

IP

IP

Controller
-----------
NEMA
2070
170

(UDOT - Expansion - IP to Cabinet)

(UDOT - Future - IP to Device)

Cabinet Distribution Fiber Hub Backbone Fiber TOC

Note:  Reflects UDOT Architecture

51

Note: e ects U O c tectu e



R t D i Di tiRemote Device Diagnostics
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M lti l D i d M lti lMultiple Devices  and Multiple 
Device Types per Cabinet

Support for 6 devices with native Ethernet port
Port adapters for legacy equipment that onlyPort adapters for legacy equipment that only 
supports serial communications

1 x 10/100 Ethernet interface  (RJ-45)( )
1-4 Serial ports  (RJ-45)

2 SMF

6 UTP

Digi PortServer TS4H
4 Serial PortsEthernet & Power Ruggedcom RS900

53



St d d B d O ti lStandards Based Optical 
Interfaces

standards for optical interfaces
802.3ah 100 Mbps Ethernet, SMF
802.3z 1,000 Mbps Ethernet, SMF
802.3u 100 Mbps, UTP

d i biliVendor interoperability
Cisco
RuggedcomRuggedcom
Etherwan
GarrettCom
Others

54



R d RS 232 C bl t TCCReduce RS-232 Cables at TCC
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90% R d ti i R k S90% Reduction in Rack Space

56



75% Fib R d ti75% Fiber Reduction
1 3 4 5 6 7 8 9 10 11 12 13 14 15 162

1 3 4 5 6 7 8 9 10 11 12 13 14 15 162

Note: Point-to-Point  vs  UDOT Architecture
Based on 8-Drop Channels

57



E i t P t bilit / DREquipment Portability / DR

58

Oklahoma City Federal Building



DISADVANTAGESDISADVANTAGES
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Di d tDisadvantages

More equipment in the cabinet
Ethernet Switch (Ruggedcom RS900Ethernet Switch  (Ruggedcom RS900
Terminal Server  (Digi PortServer TS4H)
Video Encoder  (MPEG-2/4)

Higher latency (<250 ms) when compared to 
uncompressed digital video or analog video
Distance Limitations

60



M C bi t E i tMore Cabinet Equipment

UDOT Signal Cabinet

Potential Equipment Space Tucson FMS Cabinet

61



Smaller Equipment Sizeq p

Cisco Catalyst 2955 Ruggedcom RS900Cisco Catalyst 2955 Ruggedcom RS900

T l t MPCVB i k VBSSM Teleste MPCVBrick VBSSM

62



Higher Latencyg y

Higher latency for video because additional 
time is required to compress and decompress 
the video
Typically <250 ms End-to-Endyp y
Latency is cumulative, so it is recommend that 
you only encode and decode the video one 

63

y y
time



Latency Measurementy
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Di t Li it tiDistance Limitations

Drop Drop Drop Drop Drop Drop Drop Drop

10 Km 10 Km 10 Km 10 Km 10 Km 10 Km 10 Km

1 2 3 4 5 6 7 8

70 Km

Distribution Network

Hub
Site

Hub
Site

70
 K

m

70
 K

m

Backbone Network

Site Site

70 KmHub
Site

Hub
Site

N 10 25 70 K O iNow 10, 25, 70 Km Optics

65

Note:  UDOT Architecture



LESSONS LEARNEDLESSONS LEARNED

TECHNICALTECHNICAL

© 2005 TC IP, Ltd. All rights reserved. All trademarks are the property of their respective owners.



Lessons Learned - Technical
Right-of-Way
Conduit
Fiber Optic Cable
Communications Equipment (Field)Communications Equipment  (Field)
Communications Equipment  (Backbone)
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Preserve the Right-of-Wayg y
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Conduit

2” Conduit
Supports installation of high strand count fiber cables

Small conduit for Ground Wire
Protects the ground wire
Allows a broken cable to be replaced

C id d i h h i fConsider trade with other agencies for 
expansion and path diversity
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Fiber Optic Cable

Single Mode Fiber (SMF) Cableg ( )
2” Conduit

Supports installation of high strand count fiber cables

Small conduit for Ground Wire
Protects the ground wire
Allows a broken cable to be replaced

Trade with other agencies for path diversity
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Ethernet Switch
Distribution (Roadside Cabinet)Distribution  (Roadside Cabinet)

Cisco
Excellent Management
12 UTP + 2 SMF
$1 660 Each (Too High !)$1,660 Each  (Too High !)

Ruggedcom
Good ManagementGood Management
6 UTP + 2 SMF
$850 Each
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Terminal Server
Serial Ports in Roadside CabinetSerial Ports in Roadside Cabinet

Encoder serial ports available
Consider using dedicated external terminal serverConsider using dedicated external terminal server
Lots of experience  (GOOD)
$494 Each
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Video EncoderVideo Encoder

Significant amount of testingSignificant amount of testing
VBrick (Past)

Stable  (Rock Solid)( )
MPEG-2 Only  (Set in Hardware)
Transport Stream
No JPEG still image capture
$2,500 Each  (Too High !)

Teleste MPC (Future)Teleste MPC  (Future)
MPEG-2  or MPEG-4
Decodes VBrick (Software MPEG-2/4)( )
JPEG Still image capture  (FTP)
$850 Each
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Communications Equipment
Backbone (Hubs)Backbone  (Hubs)

Removed SONET from fiber network
Removed ATM from fiber network
Removed T-1 & low-speed serialRemoved T 1  &  low speed serial
All Ethernet distribution network
All Eth t b kb t kAll Ethernet backbone network
TDM equipment only for legacy telephone and 
l L d M bil R di (LMR)legacy Land Mobile Radio (LMR)
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LESSONS LEARNEDLESSONS LEARNED

PROCUREMENTPROCUREMENT
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Use or Create State Contracts
Field Devices

CCTV cameras
Cabinets

Cabinet Communication Equipment
Eth t it hEthernet switches
Terminal servers
Video encoders
Cables

Hub & TMC equipment
h i hEthernet switches

Video decoders
Video wall processorsVideo wall processors
Video display equipment  (ie. Projectors)
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NEW ISSUESNEW  ISSUES
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New Issues facing Utah

New Video Compression Standards

New Issues facing Utah

New Video Compression Standards
Phase out MPEG-2
MPEG-4 for all new installations, including “upgrades”

Radio System Upgrade  (Future)
Long Service Life  (Good)
Base on TDM Network  (Requires T-1 Circuits)
Replacement will be P25 Compliant
IP Based Transportp

Telephone System Upgrade  (Future)
Long Service Life  (Good)g ( )
Based on TDM Network  (Requires T-1 Circuits)
Voice over IP  (VoIP)
IP B d T tIP Based Transport
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LESSONS LEARNEDLESSONS LEARNED

DESIGN PROCESSDESIGN  PROCESS
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Lessons Learned – Design Process

Best design may be independent of owning 
agency
CommuterLink communication network was 
designed as ONE system without consideration 
of the owning agency.
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PERCEPTION…PERCEPTION…
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Perceived Problems
Ethernet & IP are NEW
Ethernet & IP are DIFFICULT to learn
Ethernet & IP are more EXPENSIVE
Forklift upgrade required…Forklift upgrade required…
Difficult transition…

82



Ethernet is not new…

34 year old technology
Invented in 1974 at Xerox in the Palo AltoInvented in 1974 at Xerox in the Palo Alto 
Research Center  (PARC)
20 year standard established by20 year standard established by
IEEE 802.3
M h lik IP Eth t i l d i thMuch like IP, Ethernet is also used in the 
majority of Traffic Management Centers
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Ethernet & IP is not difficult to 
learn…

Like most projects, it requires you to work 
together as a teamg
Requires a variety of skills
Encourage you to work closely with the ITEncourage you to work closely with the IT 
departments
Support for some training is required andSupport for some training is required and 
should be part of the implementation plan
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Ethernet & IP technology is not gy
expensive…

About the same cost for simple locations such 
as a traffic signal cabinet that only requires one g y q
serial port
Much cheaper that other TDM based solutionsMuch cheaper that other TDM based solutions 
as the number of devices increases at a site

Traffic Signal ControllerTraffic Signal Controller
Surface Street CCTV
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Transition can be done over time 
and can be done in parallel…
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IMPLEMENTATIONIMPLEMENTATION
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3 Year Implementation Plan
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Implementation Reportp p

All new devices since the recommendations 
outlined in the report were accepted
Incorporated into the design for all new projects
Existing sites upgraded over 5 years because of g pg y
funding limitations
TMC Upgrade - Completepg p
Communication Hubs – Complete
2 000 Roadside Cabinets – by June 30 20082,000 Roadside Cabinets by June 30, 2008
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5 Year Implementation
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Telecommunications 
H db kHandbook

UTAH 
Example

http://ops.fhwa.dot.gov/publications/telecomm_handbook/index.htm
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QUESTIONS ?QUESTIONS ?
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C t t I f tiContact Information

Anthony Torres
435-587-9900 Office435 587 9900  Office
anthony.torres@transcore.com

Local Office:
h15300 North 90th Street, Suite 100

Scottsdale, AZ  85260
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Key Considerations for ITS 
Communications

By 
Bruce Abernethy & Harold Keeler, KCS Inc.

Presented by Harold Keeler 

MAG ITS Communications Workshop
May 15, 2008



Successful ITS Communications 
Networks Require:

Development of a Deployment Plan Based on:
Communications Needs of Users:

Number of Source/Destination Points
Type and Volume of Information Transfer
Criticality, Security and System Response Needs Related 
to Information Transfer
Future Needs Projections

Translation of User Needs to Communications 
Requirements

Bandwidth, Quality of Service, Network Reliability, Network 
Security, Information Flow Paths, etc.

Existing Infrastructure 
Characteristics (including topology), Standards, and 
Conditions of Infrastructure
Ownership and Availability for Use
Interfaces



Successful ITS Communications 
Networks Require: Continued

Technology Tradeoff Associated with Best Solution 
to Meet Current and Future Needs
Develop Final Architecture, Topology, Policies, and 
Security Against Identified Cyber Threats
Develop Network Management, Maintenance and 
Configuration Management Plan/Procedure

Define Service Level Agreements Necessary 
Define Change Authority/Procedures 

Develop Deployment and Support Cost and 
Schedule

Consider Companion Project Schedules Critical to 
Communications Network Deployment

Develop Jurisdictional Agreements, Roles and 
Responsibilities



Design to Plan

Develop:
Network PS&E

Including Network and  Network Management 
Infrastructure

• Equipment, Software/Firmware Specifications

Interface Control Specifications
Detailed RFCs and Policies to be Supported
For Ethernet, Must Include Addressing (Including 
Unicast and Multicast) and Domain Name System 
(DNS) Identification for Accessibility of Information
Testing Requirements and Procedures



Regional Network Issues

Protection of Jurisdictional Sensitive 
Information Possibly Accessible/Compromise 
Via RCN

Control Over Information Accessibility 
Policy and Procedure for Control Over 
Jurisdictional Attached  Devices by “Others”

May be Different for Different Jurisdictions

Protection of RCN from Virus, Flooding, and 
MALWARE Injection and Propagation from 
Internet “Windows” or Introduced Via 
Jurisdictional Interfaces

Architecture, IEEE 802.1x, and Policy Requirements 



Regional Network Issues (Continued)

Policy for Information Encryption
Impacts Bandwidth Requirements

IP and Multicast Address Resolutions
Procedure and Architecture for Identifying 
Accessible Information Via RCN 
Demarcation between Jurisdictional Network 
and RCN and Responsibilities
Management, Provisioning, Updates, 
RMON/Test Execution, Concept and 
Responsibilities

Required Level of Service and Responsibilities



Regional Network Issues (Continued)

VLAN Plan
Resolution of Issues Related to Layer 2 Vs. 
Layer 3 Transition through Firewalls
Overall Concept of Operations for the RCN

Functional Use 
Restrictions
Public/Private Address Resolution
Policies
Roles and Responsibilities



Issues with OSI Layer 1

Compatibility (Fiber Characteristics) and 
Integrity (Continuity, Attenuation) of Existing 
Fiber

Compatibility of Fiber Vs Data Rate
Dispersion Issues (Polarization and Chromatic)
Lambda Supportability for WDM

Is WDM Necessary, Why, and What Type 
(Simple, Coarse, Dense)?

Will Existing Fiber Support WDM Type (if needed)?
Not Recommended if not needed

• Reasons: Impact on Reliability (Failure Rate), Possible 
Compatibility Problems with Old Fiber, Added Maintenance 
Complexity



Issues with OSI Layer 1

Compatibility of Fiber Plan to Support:
Fault Tolerance
Reduction in Link Segmentation
Reduced Vulnerability to Accidental Fiber 
Breaks/Damage Through Splice Tray Access
Reasonable Troubleshooting and Managed 
Maintenance to Protect RCN Operations

Who Owns, Who Manages, Who Maintains, Level of 
Service Agreement with Maintenance Org. and 
Compatibility with RCN Objectives



What We Recommend



Regional 
ITS 

Network

Regional 
ITS 

Network

ADOT
FMS

ADOT
FMS

Adjacent
Jurisdictions

Adjacent
Jurisdictions

Adjacent
Jurisdictions

Adjacent
Jurisdictions

ITS Service 
Centers: 511 
& ITS Data 
Archiving

ITS Service 
Centers: 511 
& ITS Data 
Archiving

Regional 
and State 
EOCs

Regional 
and State 
EOCs

Contiguous 
Arterial

Corridors

Freeway  Traffic 
Coordination Through

Jurisdiction

Emergency 
Coordination

Special Event
Coordination

Regional Traveler
Information Collection

And Distribution Regional ITS Data
Archiving

RCN Should Support Specified 
Regional Exchange of ITS Information



Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Jurisdictional 
ITS Network

Regional ITS 
Communications
Network: Transports 
Information Between 
Jurisdictional ITS 
Networks and their 
Attached ITS Centers

RCN Is Like a Service Provider’s Network 
Servicing ITS Interoperability Functions



Jurisdictional Networks Integrate Jurisdictions 
ITS Centers; RCN Services ITS Information 
Sharing on a Regional Basis

Traffic 
Management 

Center/System

Emergency
Management

Center/System

Public Works
Management/
Dispatching

Center/System

ITS Field
Devices



City and Regional Network Should be 
Separate Just like Internet

JCN

RCN

• Owned, Managed and 
Provisioned by the Jurisdiction

• Performs all Necessary 
Communications Network 
Functions for the Jurisdiction

• May Provide Attachment to 
Sensitive Jurisdictional Data 

• Regional Asset Supporting 
Regional Communications

• Primarily a Service 
Network

• Will Have Confidential & 
Secure Information 
During an Emergency

Firewall 
Protected
Gateway to 
Jurisdictional
Network



Firewall Should be the Demarcation Between RCN 
and JN Service Specific Multicast and NAT Support 

Network Address 
Translation (NAT)   
and Policy
Port Filtering
MAC Filtering
Denial of Service 
Protection Policy

Jurisdictional 
Network (JN)

Jurisdictional 
Network (JN)

RCN

Public
Network

Public
Network

JN

Firewall
Router

Some Jurisdictions
Currently Have 
Internet
Interfaces to their 
Network

OSI Layer
3+



Firewalls Protect Public Privacy on 
Jurisdictional Networks

EN

EN

EN

EN

EN

ES

ES

ES

Firewall Router
(Juniper or Equiv.)

RCN JCN

EN: Ethernet Node
JCN: Jurisdictional Coms. Network
RCN: Regional Coms. Network
ES: Ethernet Switch (Jurisdictional)

Only Information Related to 
Regional Interoperability is 
on the RCN

RCN Gateway:
• Interface Controlled
• Configuration Managed

RCN
Network
Mgt.

JCN
Network
Mngt.



Why ITS RCN Needs to Be Independent

Common Network Policies
Common User Account Management
Control Over Bandwidth, QoS, VLANS, and Failure 
Recovery 
Control over Security including IEEE 802.1x and 
RADIUS
Network IP Address Management Per Internet 
Engineering Task Force (IETF) Standards
Ability to Manage, Provision and Maintain the Total 
RCN 
Common Configuration Management and Interface 
Control Management
Liability Related to Breeching Public Privacy or 
Inadequate Emergency Response Within a 
Jurisdiction



Our Recommendations

RCN Nodes Should be Located for Reasonable 
Access by Jurisdictions

RCN May Fund Fiber Access to RCN Node and Also Firewall
But this is Jurisdictional Responsibility to Implement and 
Maintain

Jurisdictional Interface Must Comply with RCN Interface 
Control Specification and RCN Operational Standards, 
Services, and Policies 

Mixing RCN and Jurisdictional Infrastructure, in our 
opinion, will Result in Significant Problems with:

Maintenance (including achievable service level 
agreements)
Network Management
Configuration Management
Cyber Security



Common Use Ethernet Switches Results In Difficult 
Management of RCN Functions and Bandwidth

RCN/City
E-Swt.

RCN/City
E-Swt.

RCN/City
E-Swt.

RCN/City
E-Swt.

CityCityCityCity

CityCity

CityCity

City Network 
Traffic

RCN Network
Traffic

Not a Recommended 
Architecture!



Fiber Architecture Should be Simple and 
Manageable

Recommended
RCN Fiber 
Architecture: 
Network Access 
Nodes

Recommended
RCN Fiber 
Architecture: 
Network Access 
Nodes

RN

RN
Subjecting the 
RCN Backbone to 
a Conglomerate 
of Fiber is Not 
Recommended

Subjecting the 
RCN Backbone to 
a Conglomerate 
of Fiber is Not 
Recommended

RN

RN

RN

JNJN

JNJN

JNJN

JNJNJNJN

JNJN

RN

RN

RN

JNJN

RN

RN JNJN
Yes No

RN

JNJN

RN

JNJN

RN

JNJN

JNJN

Folded Ring



Many Options for Outside Plant 
Communications Cabinets

15 in. (W) x 26 in. (H) X 
15.5 in. (D) - Up to 1RU of 
internal space available
* Additional 14.5 in. (H) 
with battery

4U: 22 in. (W) x 26 in. (H) X 
18 in. (D) - Up to 4RU of 
internal space available

ForceCom

Frequently Utilized by Cellular
Communications Service Providers



An RCN Node Is Compatible with 
Cabinet Mounting

UPS Ethernet Layer 3
Managed Switch
200 Watts

Optical Interconnect
Panel

Environmentalized 
Cabinet

Buried Splice 
Closure

Buried Pull Box

RCN Backbone
Fiber

Fiber Drop Cable to
Ethernet Node



Putting Communications Electronics on the 
Roadside Is not a Problem for the Cellular 
Industry!

New Trend in Cellular
Communications is
Cabinets Rather than
Node Buildings; Cabinets 
Service More Service
Providers at a Cell Site



Three Ring Architecture On Main ADOT 
Corridors was Recommended

Core 
Network 

Ring

Core 
Network 

Ring

Loop 101 Loop 101

Loop 202

I-10

I-17

I-10
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Existing Fiber
Planned ADOT Fiber
New Fiber 
Future ADOT Plans

Existing
Coms Node
Location
New Node
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Jurisdiction Ethernet Switch/Router

1. Glendale           10. Fountain Hills      19. Carefree
2. Peoria               11. Surprise                20. Gila Bend
3. Scottsdale        12. El Mirage               21. Litchfield Park 
4. Mesa                 13. Apache Junction  22. Paradise Valley
5. Gilbert              14. Youngtown 23. Gila River
6. Chandler          15. Guadalupe            24. Wickenburg
7. Avondale          16. Tolleson 
8. Goodyear         17. Salt River
9. Buckeye           18. Cave Creek

20

7

22

23

24

Probably 
No TMC

TMC

Shea

15



Summary Recommendations 

Ethernet Technology and Standards
Core Ring of 10Gig-E and Outer Rings of Gig-E 
Keep topology Simple and Maintainable

RCN Dedicated to Regional Interoperability
Managed Configuration, Policies, Maintenance, and 
Functional Uses
Functions Like Service Provider Network
Gateway Nodes to Jurisdictional Networks

Gateways Provide Firewall Protection and Network 
Address Translation Functions for Multicast and 
Information Access  

Complete Plan and Then Design and Deploy



Summary Recommendations

Recommendations:
Ethernet Technology and Standards:

10GigE Backbone with GigE Subnets
Separate MAG ITS Regional Network:

Peer-to-Peer, Three Ring Architecture
Gateway Nodes for Jurisdictions
Firewalls Protect Unauthorized Jurisdictional Data 
Access

Form Basic Optical Rings from ADOT Fiber Paths:
Use Spare ADOT Fiber or Simple WDM (Not CWDM)
Keep Topology Simple and Maintainable

Phased Buildout per ADOT Fiber Buildout Plans:
4 Phases 

Planning Cost: $15 Mil.
Maintenance Cost: $200 k/yr



 
 

ITS Communications Workshop 
MAG Saguaro Room 

May 15, 2008 
 

SESSION 3: ROUNTABLE ON FUTURE OF THE RCN 
 

Panelists:  Harold Keeler, David Haines, Anthony Torres 
 

The roundtable session was meant to generate questions from the audience of 
RCN stakeholders for the expert panelists.  The following list of typical questions 
was provided in the agenda to start the discussion.   
 
Q1: Where will funds for building rest of the RCN come from? 
 
At present, there is no dedicated funding source for this purpose. 
 
Q2: Ensuring that ITS functions receive the required bandwidth? 
 
FHWA requires that the agency ITS functions receive priority when it comes to 
fiber installed with federal CMAQ funds.  Traffic management leading to reduced 
congestion is the key goals when applying CMAQ funds. 
 
Q3: How to operate, maintain and provide oversight to RCN? 
 
To be addressed by the RCN Working Group 
 
Q4: Funds to operate and manage the RCN? 
 
See Q1 
 
Q5: RCN management issues 
 
To be addressed by the RCN Working Group 
 
 
 
Most of the questions above require discussion by the RCN Working Group and 
will be taken up by the group. 
 
Many questions were asked on who will be responsible for RCN maintenance, 
and the need to establish a single point of contact for this purpose. These issues 
were identified as topics to be discussed and addressed by the RCN 
Working Group. 
 



As a short-term measure, for the initial deployment phase, each local agency that 
receives RCN infrastructure will be responsible for both fiber and active 
electronics installed within their jurisdictions. 
 
What is the RCN Working Group membership? 
Membership is still being established and it is open to public agencies that are 
currently members of the MAG ITS Committee and MAG TAG.  Agencies may 
designate staff currently not serving in either of these groups.  



AZTECH™ CENTER-TO-CENTER SYSTEM

Presented By:

David S. Haines, P.E.David S. Haines, P.E.
Kimley-Horn and Associates, Inc.

MAG ITS Communications Workshop
May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

MAG ITS Communications Workshop – May 15, 2008

Presentation Overview
Project Status
Additional Facilities Being Considered
Key Design Considerations
Functional Requirements RFP
Solicit Proposal(s) using On-Call Contract
Solution Provider Service Categories



AZTECH™ CENTER-TO-CENTER SYSTEM

Project Status

Kick-Off Meeting Held on April 22, 2008
MAG ITS Communications Workshop today
Funds to be obligated by  September 30, 2008
Implementation Start Dec 08 / Jan 09

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

Additional Facilities Being Considered

Need to finalize conduit/fiber paths/assignments:
– Chandler TMC
– MCDOT TMC
– Mesa TMC
– Surprise TMC
– Gilbert TMC

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

Additional Facilities Being Considered

MAG Regional Video Conferencing System (RVCS) 
– MAG:   Base station upgrade (ISDN and IP)
– Unit upgrade to support IP: 

• Phoenix • Chandler
• Glendale • Gilbert
• Peoria • Mesa
• Surprise • MCDOT

– RVCS Upgrade Cost = $95,200 + Labor

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

Key Design Considerations

IP Address Approach
Video Streaming Approach (VDS, IGMP v.2, …)
Security Appliances Approach (Fire Walls)
ADOT TOC Interface Approach (CODECs, …)
Network Management Platform
Bandwidth Reality Check (10Gig Tech & 2-Paths)
Warrantee/Operational Support
JPA’s and/or AZTech Partnership Agreements

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

Functional Requirements RFP

Section 1 – Background & Introduction
Section 2 – Fiber Path Summary & Loss Test
Section 3 – Network Architecture Requirements 
(switches, security appliances, CODECS,… )
Section 4 – Network Management System and 
Configuration Requirements (IP Addresses, …)
Section 5 – Warrantee/Operational Support
Section 6 – Proposal Format and Proposed Cost 
Format Requirements

MAG ITS Communications Workshop – May 15, 2008
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Solicit Proposal(s) using On-Call Contract

Vendor RFI – Meetings (Cisco, Foundry, Nortel, …)
Solution Provider Service Categories
A – Furnish Network Equipment
B – Provide Pre-Installation Services
C – Provide Turn-Key Installation/Integration Services
D – Provide General Contractor Services
E – Provide Operational Support

Optional Multiple Awards (PWR, Splices, 
Equip,…)

MAG ITS Communications Workshop – May 15, 2008



AZTECH™ CENTER-TO-CENTER SYSTEM

For additional information:
David S. Haines, P.E.

Kimley-Horn and Associates, Inc.
(602) 906-1163

david.haines@kimley-horn.com

MAG ITS Communications Workshop – May 15, 2008



 
 

ITS Communications Workshop 
MAG Saguaro Room 

May 15, 2008 
 

NEXT STEPS 
 
 

• Immediate next steps will be monitoring the implementation of Phase 1A.   
An ADOT contract to start construction of the conduit and fiber will be let 
in about 2  months and it will take about 6-8 months to complete.  Conduit 
and fiber are expected to be in place by the end of 2008.  An RFP for 
active electronics will be going to solution providers, under statewide 
contract, by about Nov/Dec 2008. 

 
• Provide input to the development of RCN Functional Requirements.  KHA 

is currently under contract to ADOT to develop the Functional 
Requirements.   This work is underway now but it will not involve defining 
details, as that will be left to be for whoever will be selected through the 
RFP in December. The RCN Functional Requirements being developed 
will address  compatibility issues at the regional level.   

 
• Monitor the progress of work by the selected statewide contractor, who will 

work out all the details with the technical folks at MAG member agencies 
that are being connected via the RCN Phase 1A.  

 
• Lead the development of future RCN phases – focusing on funding, 

establishing regional standards, procedures and other issues. 
 

• Since the original RCN plan was developed back in 2001, a regional effort 
is needed to update the RCN plan in communication with all the 
stakeholder agencies. 

 
• Coordination with other construction projects beyond local agencies.  

Example: The current I-10 widening project by ADOT  is also installing 
conduit, thus making the addition of West Valley cities more feasible 

 
• Focus on quick permanent solutions, based on available funding sources  

 
• Develop a regional approach/process for expanding and managing the 

fiber infrastructure; address issues such as, blue staking for RCN 
infrastructure;  how deep to place conduits; and requiring contractors to 
pothole, 

 
• Need to discuss how each agency is planning to maintain fiber.  The City 

of Phoenix has developed contracts.  Determine whether other agencies 



can write off those contracts.  Phoenix has an IGA with ADOT and have 
done work for ADOT 

 
• Recognize and acknowledge that funding for RCN Phase 1A has been 

from FHWA, hence the system needs to be focused on transportation 
functions. IT departments at local agencies must figure out what data they 
would like to ride on the RCN network and initiate discussions. 

 
 

CLOSING 
 

• Workshop proceedings will be to be emailed to all participants 
 

• Everyone on the attendee email list will be informed about the RCN 
Working Group. 

  
 



  

ITS COMMUNICATIONS 
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Prepared By: TransCore 
 

Edited By: MAG 
 
 

June 2008 
 
 
1. PURPOSE  
 
The primary purpose of this document is to summarize TransCore’s observations and 
recommendations expressed during the ITS Communications Workshop held by the Maricopa 
Association of Governments (MAG) on May 15, 2008.  In an effort to learn and incorporate 
lessons learned from other agencies, TransCore was invited to present and discuss the success 
story of UDOT’s conversion from analog to IP/Ethernet communication plan.  The following is a 
summary of this presentation coupled with our observations and recommendations for the ITS 
communications working group members to consider. 
   
We fully understand the difficulty of the task being pursued, and we also understand that it is easy 
to offer comments and recommendations from a 20-20 hindsight perspective without knowing the 
painful details that surely have been experienced.  So it is important to understand that the 
comments provided herein are intended to be taken as observations from an outsiders’ perspective 
and gleaned from a short workshop discussion.  The comments and recommendations are not 
intended to be critical in anyway, but constructive in nature in hopes that there might be one or 
two ideas that will be useful as this working group moves forward.    
 
2. SUPPORTING DOCUMENTATION  
 
MAG provided TransCore with some background material in order to better prepare staff for the 
workshop. The material included the two reports listed below.  
 
Regional Community Network (RCN) Regional Community Network (RCN)  
Design Concept Report (DCR) Design Concept Report (DCR)  
Phase 1 – Initial Deployment Area   Phase 2 – East Valley Deployment  
November 2004   December 2005  
Both reports were prepared by Kimley-Horn and Associates, Inc (KHA).  
 
 
3. COMPARISON WITH UTAH  
 
An initial comparison between the systems in Utah and Arizona show they are comparable in a 
number of ways, but surprisingly different in others.  The following section highlights some of 
these similarities and differences.  
 



3.1 Learn from Others  
 
As the agencies in Utah started the planning for the CommuterLink system, like many other 
agencies before them, they also started by evaluating existing systems.  The primary goal was to 
see what other agencies have learned during the process through a combination of scanning tours 
and consultant recommendations.  As Utah considered their move to perform a major system 
upgrade from analog to digital, they repeated the same process and again learned from the 
experiences of others before proceeding.  
 
3.2 Size and Scope  
 
The two systems (Arizona vs. Utah) are comparable in terms of the number of installed devices, 
the types of devices, the need to share with multiple agencies, and the complexity of the 
communication system that is required to support the system.  This is an important comparison, 
especially considering the current state of the art deployment that UDOT is using.  Therefore the 
lessons learned in Utah can now be directly applied to Arizona as these same issues and topics are 
addressed. Fortunately, due to the newness of the UDOT upgrade, even the communication and 
types of technology are applicable and still very relevant for ADOT.  This can result in a very 
significant savings in the RCN design, deployment, and above all risk mitigation.  
 
3.3 Transition to IP/Ethernet  
 
Much like Utah, some of the agencies in Maricopa County have expanded the use of IP and 
Ethernet outside the TMC and have started to use it in the distribution network that is used to 
connect field equipment.  Others have just started the transition and can thus benefit the most 
from a system architecture that meets the needs of all agencies in the Phoenix metropolitan area.  
 
3.4 Planning & Design  
 
There seems to be a healthy level of cooperation between the agencies in Maricopa County.  The 
RCN is just one example that shows agencies see the value in working together and combining 
resources to reach a common goal.  While this level of cooperation is a good start and should 
always be encouraged, there are a number of opportunities to expand and make improvements.  A 
few Utah examples and editorials that might be applicable to this discussion are described in 
more detail below.  
 
3.4.1 Single System vs. Agency Peering  
 
In Utah, the CommuterLink system was planned, designed, and implemented as one system. This 
type of cooperation, when it is applicable,  is a win–win and should be encouraged as a model for 
other agency connections, especially those that are small and do not have the resources to build 
their own.  The primary Phoenix model however seems to be for each agency to independently 
develop their own stand-alone system, and then instead of sharing resources, attempt to develop 
an interface to exchange video, traffic signal, and/or data information with their neighbors 
through a complex network of agency and State owned fiber. 
 
From our experience, this type of an “agency” oriented approach does not work well in that it 
creates a significant amount of duplication in terms of system hardware, and it makes the 
configuration that much more difficult to implement.  For example, most of the central systems 
that are currently in place could easily support hundreds or even thousands of devices, and yet 



this hardware is replicated at each agency, even though there are only a relatively few number of 
devices per agency to control.  
 
3.4.2 Master Plan vs. Gap Analysis  
 
In Utah, the “single system” approach described in the previous section was applied, by Utah 
DOT, to all aspects of the design including the communication infrastructure. The conduit, fiber, 
and active electronics required for the backbone were prioritized as a region and all agencies 
joined together to request a funding source to help implement the project(s).  This centralized 
approach allowed the Agencies to work together to minimize or eliminate any duplication of 
effort.  
 
In the Phoenix region, an inter-agency backbone is being developed thru the RCN project but it 
is  moving along at a slow pace, primarily due to lack of funding.  According to the reports listed 
in section 2 of this document, the RCN was identified as a potential priority for the region in 
2001.  However, the RCN concept was formally approved/adopted by the region nor did it 
receive any funding, except for $1.6 million that was programmed by MAG as a place holder. 
 Some local agencies have started to build their own networks, and as a result the RCN now must 
accommodate and patch these disparate systems together, instead of being implemented as part of 
a carefully crafted master plan.      
 
3.4.3 Owning Agency vs. Location  
 
As pointed out during the workshop, the current plan is to create an “agency” oriented design that 
will require video to be transported all the way back to the designated agency “Peering Point” 
before it can be viewed by any other agency.  For example, video from an ADOT camera must 
travel back to the ADOT TMC and eventually onto the RCN before it can be viewed at a City 
TMC.  This applies even if that camera is located within the same city where the video has been 
requested.  
 
This is a very inefficient and problem prone approach that will surely result in stakeholder 
frustration and maintenance issues in the future.  As an analogy, the Utah communication 
design opted to deploy a multicast approach with allows the video to take the shortest path 
between the roadside camera and the display.  In most cases, a communication hub supports all 
agencies in the area, including the State, County, and the local City.  This distributed approach 
builds in redundancy, is more efficient, and eliminates single points of failure. 
  
3.4.4 Coordinated IP Addresses vs. Translation  
 
A consequence of the independent agency deployments is an equal number of independent 
networks that must now be integrated to facilitate the exchange of video once the systems are 
upgraded from analog to digital.  Agencies will now need to deal with the fact that they don’t 
have an IP Address plan that would easily allow them to exchange video using IP multicast.  
Moreover, to transition towards this design approach now, agencies may be forced to either 
reassign all of the IP addresses on their equipment or deal with the complexities of implementing 
a Network Address Translation (NAT) scheme and / or a complex Video Distribution Server 
(VDS).  
While there are ways to deal with these types of problems, in the end, this is a major design 
consideration that the agencies will need to tackle if any communication optimization is to take 
place.  
 



3.4.5 Video Exchange  
 
The Utah model is fortunate in that these issues do not exist with the exchange of digital video 
between the State, County, and the Cities because they are all on one system.  In most cases, 
video is transported as an IP multicast stream from the roadside camera all the way to the decoder 
that drives the display. Video from iMpath, VBrick, and Teleste encoders can be viewed on any 
decoder, without regard to the brand.  
 
Conversely, agencies in the Phoenix region are required to convert the digital video back to 
NTSC composite video. This is not only required because the ADOT infrastructure is analog, but 
because of the variety of digital video formats.  A common approach to deal with this type of 
problem is to deploy a desktop PC running Microsoft (MS) Windows and a multi-format software 
decoder, but this is often done as a matter of necessity instead of by choice.  The lack of video 
interoperability eliminates the possibility of using a small decoder appliance in areas where it 
would normally be a good fit. When compared to an appliance, the PC solution is more complex 
and requires more effort (and greater cost) to maintain.  
 
3.5 Standards  
 
Developing a common set of ITS standards is a critical goal that should be pursued.  Utah 
for example established standards for most every aspect of the CommuterLink system.  
This does not imply that other agencies cannot use their favorite device, but rather it 
requires that these agencies submit any device that is not a standard to UDOT for 
evaluation of compatibility with other hardware and software components.  In some cases 
these units will need to have new software drivers developed, but the process allows for 
new technologies to be introduced in an organized fashion and it ensures overall 
compatibility and interoperability as the various agencies expand their deployments. 
Experience shows however that most agencies are less concerned with the brand than 
with the ease in which they can procure new products.  In other words, once the 
specifications have been agreed upon and a procurement process issued from which all 
agencies can purchase, there is very little demand to use a non-standard product.  As with 
most everything, if the agencies have an opportunity to provide input into the functional 
requirements at the beginning, the resistance to buy a different product is essentially non-
existent.  
 
Most DOTs have a common standard for the installation of conduit, pull boxes, and fiber optic 
cable, and it is equally important that a similar set of standards be developed for all active 
electronics used in the communication system.  This includes the core Ethernet switches, video 
encoders, and roadside terminal servers.  An important consideration to remember is that 
while the development of the RCN is focused on the backbone network, many of the same 
issues will apply to the distribution network in the future.  
 
 
3.5.1 Purchase Contracts  
 
Once the standards are developed, contracts can be put in place so that any agency may purchase 
equipment and materials off this procurement contract.  UDOT’s experience is that due to the 
potential procurement of large orders, vendors become very competitive in their pricing and these 
savings are then translated to all government agencies.  UDOT will typically provide these 



devices to contractors, but in some cases will allow the contractor to also purchase off these lists 
if the project is for a local government, and the agency simply wants to turn-key the entire work.  
 
During the course of the meeting at MAG, a number of agencies commented they did not have a 
mechanism in place to purchase these specialized devices or services such as fiber restoration. 
Implementing a statewide contract will not only make this process faster and easier for the 
local governments, but it also helps to ensure compatibility, interoperability, and a managed 
process for implementing new products over time.  
 
3.5.2 Standards & Vendor Choice  
 
A common mistake is to assume that the development of standards means limited choice.  In fact, 
if properly implemented, the standards guarantee choice.  Once again, Utah tests their devices for 
interoperability between different brands of equipment before awarding a contract, or adding the 
device to their list of “approved” products.    
 
For example, the CommuterLink system supports MPEG-2 encoders from iMpath, Teleste, and 
VBrick. While the older MPEG-2 only encoders are no longer recommended for future 
deployments, this demonstrates that it is possible to maintain vendor choice and still keep a 
functional and capable system.  Another key point to mention is that through these potentially 
large procurement contracts, the State gains added leverage in pressuring manufacturers to add 
desired features.  The interoperability (or accelerated schedule at least) between iMpath, Teleste 
and VBrick for example can be attributed to UDOT’s insistence of this functionality as a basis of 
their procurement RFP.  
 
3.6 Daily Operations  
 
Many of the comments in this report have been directed at the differences in the systems that 
have been implemented in Utah and planned for the Phoenix region.  The following discussion 
summarizes the operational advantages that this coordinated design allows.  
 
 
4. SCHEDULE  
 
The long time frame that has been required for the planning and development of this RCN can be 
attributed directly to the lack of an approved regional RCN plan and a funding source.  
Identifying technologies is a relatively simple exercise once the design is complete.  Moreover, it 
is our opinion that this project will continue to struggle unless key functional and design issues 
are tackled first.  The fact that some deployment is underway while overarching design questions 
remain unresolved, is a prelude to “more of the same” in terms of delays and last minute 
changes.  A secondary impact to the long delay in getting this project off center is that agencies 
will lose patience, and in some respects already have.  This further exacerbates the problem in 
that this project will continually be analogous to the dog chasing its tail, where agencies will 
pursue their own plan in order to accommodate their own immediate needs, and then hope 
someday in the future that they will be able to integrate their local network with a regional plan, 
through the development of remedial interfaces such as center-to-center software applications, 
Network Address Translations, or video distribution servers.  
 
 
 
 



5. RECOMMENDATIONS  
 
This section includes specific recommendations related to the deployment of the RCN.  
 
5.1 TECHNOLOGY  
 
5.1.1 DWDM & SONET  
 
Both of the reports prepared by KHA, including the MAG RCN “Feasibility Study” and the 
“Phase 1 Initial Deployment Area” recommended the use of DWDM and SONET equipment at 
the core of the RCN. The following paragraph is from Page 3 of the 2

nd
 report.  

“The MAG RCN Feasibility Study recommended that the third tier (regional hubs) be primarily 
comprised of fiber optic rings with Dense Wave Division Multiplexing (DWDM) equipment that 
supports Synchronous Optical Network (SONET) and Gigabit Ethernet channels.”  
 
None of the information provided in these reports seemed to present a compelling argument that 
would support those recommendations.  Since these reports were released, KHA has changed 
their recommendation.  While they have continued to support Ethernet, they dropped the 
recommendations for SONET and DWDM. The presentation during the workshop reflected their 
revised recommendations.  
 
The discussion during the workshop did not suggest a recent change in agency requirements was 
driving the decision to drop SONET and DWDM.  In fact, all the agencies now seem to support 
the idea of an Ethernet backbone.  With that in mind, the original recommendations of DWDM 
and SONET may have been a part of the reason the RCN has taken so long to implement.  
 
5.1.2 Internet Protocol (IP)  
 
The Internet Protocol (IP) should be used for all networks that support ITS projects in 
Maricopa County.  This includes the RCN.  All presentations and discussion during the 
workshop supported this recommendation.  
 
5.1.3 Ethernet  
 
Ethernet should be used whenever possible. This includes 10 gigabit Ethernet for the core RCN 
network and gigabit Ethernet for other sections of the RCN.  The use of 100 Mbps Ethernet 
should be limited to the distribution network.  
 
5.1.4 Multicast  
 
IP Multicast is one of the most efficient methods for the replication and distribution of digital 
video. This technology should be used whenever possible and should extend from the roadside 
equipment cabinet all the way to the decoder used to drive the video display. This 
recommendation may be difficult because of the limited planning that has been done in early 
stages of the project, but it should be adopted as a future roadmap from which to migrate.  Once 
adopted, a phased deployment can be identified to facilitate the transition.  
 
5.1.5 Video Distribution Server  
 



The use of a Video Distribution Server (VDS) should be limited to networks that are generally 
unable to support multicast. This may include the public Internet and internal agency networks 
that were not originally designed to support multicast.  Any design that recommends the wide 
scale use of a VDS for the exchange of video between Traffic Management Centers should be re-
evaluated to see if other alternatives are available. This topic was not part of the workshop, but 
will not be far away once agencies get past the immediate connectivity hurdles that are the 
primary focus of the RCN.  
 
5.1.6 Video Compression  
 
IP and Ethernet are very mature, stable, and well developed standards.  The choice of 10, 100, or 
1000 Mbps Ethernet is a simple matter of budget and performance requirements.  On the other 
hand, the selection of a video compression standard can be a little more difficult.  
 
The CommuterLink system started out using MPEG-2 video compression.  No other alternatives 
were available at the time.  Since then, products that support MPEG-4 and VC-1 have become 
viable alternatives.  
 
TransCore has worked with several agencies including UDOT to produce a comprehensive 
evaluation of video codec’s, and we have found that products that support MPEG-4 offer a very 
viable alternative to MPEG-2. The MPEG-4 encoders not only have lower latency, but also 
support encoder based JPEG still image capture and other key features.  As a result, the Utah 
CommuterLink system is being upgraded to support MPEG-4.  It should be noted that these 
encoders are also able to support MPEG-2, which will continue to be used where fiber and 
bandwidth capacity is not an issue.  
 
 
5.2 EQUIPMENT  
 
It is premature to recommend specific brands and models of equipment without knowing the 
details about the overall system architecture.  However, some products have proven to be a great 
fit and have been used with success on a number of other projects, UDOT included.  
 
5.2.1 Ethernet Switches – Backbone Network  
 
Most agencies support the concept of using IP and Ethernet for the RCN.  Although there was 
limited discussion during the workshop about the brand of equipment that will be deployed, some 
agencies did express concern about the use of Cisco equipment.  
 
Experience on other ITS projects around the world, here in the US, and in Utah do not 
support any technical concerns with the use of Cisco equipment.  In fact, the system in Utah 
is based on a Gigabit Ethernet backbone with the Cisco Catalyst 4500 series switches at all 
regional hubs.  Since the system in Utah has been expanded to 2,000+ roadside cabinets, the use 
of Cisco equipment at core sites should not be ruled out as this equipment has a proven track 
record for being very reliable, and it supports features that are required to support a complex 
network.  Note this is not an endorsement or  



recommendation to only deploy Cisco, but rather a caution that Cisco should not be eliminated 
from further consideration based on past (and perhaps unrelated) issues.  
 
5.2.2 Ethernet Switches – Distribution Network  
 
While the core or backbone of the network in Utah is based on Cisco equipment, the distribution 
network is based on the Ruggedcom RS900.  Early deployments included about 300 Cisco 
Catalyst 2955 switches. These are well suited to the harsh environmental conditions that are 
typical in a roadside cabinet, but cost concerns pushed the evaluation of other alternatives.  
In the end, the Utah agencies found that Ruggedcom not only provided the most cost effective 
alternative, but provided many other benefits over Cisco.  For example, the Cisco switches only 
support 10 Km optics and only two (2) optical interfaces.  Ruggedcom on the other hand, 
supports a variety of distances and port configurations.  Testing also showed the system can 
easily support a mix of Cisco and Ruggecom in the distribution network.  
 
5.2.3 Serial Ports  
 
The Digi PortServer TS4H provides a simple way to connect field devices that do not have a 
native Ethernet port but do have a serial port.  This product has been used successfully in the 
majority of the 2,000+ roadside cabinets and provides four (4) serial ports and only requires one 
(1) Ethernet port.  
 
5.2.4 Video Encoders  
 
5.2.4.1 MPEG-2 Only Video Encoders  
 
VBrick has provided a quality MPEG-2 video encoder that has been used in a number of projects, 
including Utah.  This product is very stable and reliable.  However, this product does not support 
some of the newer features such as encoder based still image capture.  The key limitation of this 
and all other MPEG-2 encoders is the inability to extend the reach of MPEG-2 video onto other 
networks such as the Internet, and to other agency networks that do not support the high bit rates 
that are common on ITS networks.  Improvements in other products that support technology such 
as MPEG-4 have effectively eliminated the need for MPEG-2.  The use of MPEG-2 encoders is 
not recommended for new or large scale deployments.  
 
5.2.5 MPEG-4 Only Video Encoders  
 
Products that support MPEG-4 are recommended over products that only support MPEG-2.  
Testing shows the average latency on MPEG-4 products to be lower than the older MPEG-2 only 
products, and they also support additional features.  The efficiency also allows video to be 
transported over the Internet and other lower bit rate networks. Agencies should be cautious when 
selecting equipment as not all MPEG-4 products are capable of supporting multiple and 
simultaneous streams at different bit rates. Support for this capability allows for a high bit rate 
multicast stream to be used by agencies with a direct fiber connection, and still allow a lower bit 
rate unicast stream to be used for the Internet or other networks with bandwidth limitations.  
VBrick MPEG-4 encoders are not recommended at this time because of their limited feature 
support and higher cost.  
 
 
 
 



5.2.6 MPEG-2/4 Video Encoders  
 
Agencies with an installed base of MPEG-2 encoders may want to consider the use of video 
encoders that support MPEG-2 and MPEG-4.  VBrick and Teleste both support this capability, 
but the VBrick products are more expensive than others.  The newer Teleste encoders support 
MPEG-2 or MPEG-4 and can be changed in software.  
 
 
5.3 PROCESS  
 
5.3.1 Lead Agency  
 
As with any ITS program, first there must be funds to implement the RCN, next there needs to be 
a champion to force difficult decisions and to help the project stay on track, hence the first goal 
should be to identify and charge someone who can work in a multi-jurisdictional environment to 
oversee, manage, and lead this program to completion.  This is even more critical when the task 
includes a large number of key stakeholders such as is the case here because misinformation or 
worse, the lack of any, results in a loss of focus, direction, support, and continuity throughout the 
region. The selected agency representative should have an interest in the entire region and should 
have the technical and managerial expertise needed to make this project a success.  While local 
agencies or consultants will assist with input and low level technical designs, a more crucial 
component to this recommendation is to simply identify a lead person who has the respect of the 
agency members to see this project through to completion.    
 

5.3.2 Inter-Agency Cooperation  
 
One of the immediate goals of the ITS Communication Workshop was to move agencies closer to 
consensus and facilitate the near-term purchase of inter-agency or backbone electronics for the 
RCN. That goal has kept agencies moving ahead, but the slow pace of progress has almost in 
itself become another obstacle and hurdle to overcome, in that there doesn’t appear to be a clear 
and concise game plan that defines in some detail, what this RCN network is supposed to provide, 
much less a schedule or deployment plan.   
We recommend immediate steps for better definitions and reaching regional agreement on the 
overall goals, objectives, and final architecture.  Without a clear and concise roadmap, the 
decision and investments made now could very easily turn out to be costly and non-productive.  
This is not a situation of analysis paralysis, but rather that the communication architecture 
and deployment plan does not appear to be mature enough to warrant the procurement and 
continued deployment at this time.  To do so will only further the ongoing patchwork of 
independent and small networks, and only further the delay of achieving a unified and 
coordinated RCN.  
 
A key and critical recommendation at this time is to take a step back and make sure there is a 
comprehensive understanding of what is trying to be accomplished, and why. The correct 
approach to this is to develop a concept of operations (ConOps) and functional requirements 
document (FRD). If these documents already exist, it could easily be argued that after 7 years, 
they are out of date. However, based on comments presented during the meeting (such as 
discussion that the network needs to accommodate video conferencing or a desire to be able to 
view video from a specific agency) makes it apparent that perhaps a new roadmap needs to be 
produced which can state in very concise terms for all agencies to review, what the purpose of the 
RCN network is going to be, and what are the minimum goals and objectives that need to be 



addressed.  These documents should address the overall business rules and key technology 
decisions that will guide the detailed designs that are created as part of future projects.  It is 
important to point out that it will be impossible for agencies to agree on the specific details of the 
communication design if the agencies do not agree with the concept that drives the design.  
Assuming that these concepts exist now, simply to expedite the deployment, is likely to lead 
to problems down the road.  
 
5.3.3 Overall System Architecture  
 
Once a consensus is reached on the ConOps and functional requirements, it is really a relatively 
simple and final step to then identify a communications plan, system architecture, and 
deployment strategy to implement these goals.  This final system architecture report will identify 
the technical components, deployment schedule, and funding requirements, and it will serve as a 
building block from which all agency’s can build upon on their own without worry or risk that the 
direction they are heading is contrary to the ultimate RCN plan.  This results in the maximizing of 
resources, and reassures local agency’s that they are proceeding in a direction that is 
complimentary with the Region.  
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Workshop Summary  
By  

Kimley-Horn and Associates  
 

Subject: RCN – Phase 1A Active Electronics – MAG ITS Communications Workshop 

Location: MAG Saguaro Conf Room 

Date/Time: Thursday, May 15, 2008 @ 09:00 am 
 
David Haines (Kimley-Horn) gave a presentation on the Regional Communications Network (RCN) Design 
Phase 1A: overview of original project scope of RCN Phase 1; breakdown of Phase 1 into two phases (Phase 
1A and 1B); expansion of Phase 1A to include Chandler Transportation Management Center (TMC), MCDOT 
TMC, Mesa TMC, Surprise TMC, Gilbert TMC and the Phoenix Fire Dispatch Center; procurement approaches 
for Phase 1A; and scope of Phase 1A PS&E. 
 
It was agreed that the RCN Phase 1A is a 100% design and deployment to include the following 8 agencies: 
ADOT Transportation Operations Center (TOC), Glendale Department of Public Safety (DPS) and 
Transportation Management Center (TMC), Peoria TMC, Phoenix Public Transit and Valley-Metro; Phoenix 
Sky Harbor International Airport (PSHIA) Rental Car Center (RCC) facility; Phoenix TMC; and Phoenix 
Calvin Goode.  It was also agreed that the RCN Phase 1B project scope will be 95% design-only to include the 
following 6 agencies: Avondale TMC, Goodyear TOC, Arizona Emergency Management Center (EMC), 16th 
Street DPS, Surprise TMC and Phoenix Fire Dispatch.  There was consensus on the two phased approach, the 
associated advantages and the proposed design.   
 
The Arizona Department of Transportation (ADOT) has added $142k for construction and administration of 
Intelligent Transportation Systems (ITS) projects managed through ADOT.  An additional $350k in closeout 
funds has been added to potentially add 6 more hubs: Chandler TMC, MCDOT TMC, MESA TMC, Surprise 
TMC, Gilbert TMC and the Phoenix Fire Dispatch Center.  Kimley-Horn and ADOT will coordinate scheduling 
meetings with each of these additional stakeholders to finalize the conduit/fiber paths/assignments for their 
location.  It is anticipated that these meetings will occur the first two weeks of June, 2009; an ADOT 
representative will be in attendance at these meetings.   
 
Phase 1A procurement approaches were discussed, which will require encumbering funding for the conduit and 
fiber plans, specification and estimates (PS&E) as well as the active electronics.  The cost for this effort is 
$1.6M of which $550k is the PS&E cost and the remainder will be allocated for the active electronics.  The 
procurement approach will be finalized and obligated by September, 2008.  Construction of the PS&E is 
anticipated to commence within the next couple of months and the active electronics by the 1st quarter of 2009.   
 
The need for a regional IP addressing approach was discussed and it was agreed that an RCN IP addressing 
approach that eliminates or minimizes disruption to each agencies current IP addressing schema would be 
preferred.  
 
The need to consider operations and maintenance (O&M) issues were discussed.  There was consensus that 
O&M plans ought to be developed at the agency level.  A Memorandum of Agreement (MOA) between the 
participating agencies may be the appropriate vehicle to ensure that O&M plans are in place prior to 
commissioning the system.  Given that the FHWA is funding the project, but the actual equipment will be 
owned by each participating agency, each agency will therefore be individually responsible for developing their 
part of the RCN operations and maintenance plan for initial deployment and the RCN working group will start 
working on a more formal plan that addresses future deployment phases. 
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